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  Abstract 

The objective of this briefing is to present an overview of the topic, machine learning 
techniques currently in use or in consideration at statistical agencies worldwide. It is 
important to know the main reason why real-world scenarios should start exploring the 
use of machine learning techniques, terminology, approach and about few popular li-
braries in python, what regression is, by completely throwing light on simple as well as 
multiple linear and non-linear regression models and their applications, classification 
techniques, various clustering techniques. The material presented in this paper is the 
result of a study based on different models and the study of various datasets (analysis 
and choice of the correct model are important). While Machine Learning involves con-
cepts of automation, it requires human guidance. Machine Learning involves a high 
level of generalization to get a system that performs well on yet-unseen data instances. 
Topics like regression, classification, and clustering, the report covers the insight of var-
ious techniques and their applications. 
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1. Introduction  

1.1. Machine Learning 

Machine learning (ML) is utilized in almost every field nowadays like the data scientists forecast if any human body cell which 

is at a risk to develop cancer is either benign or malignant by using this technology. We also see that this technology plays a 

vital role in determining health status and wellbeing. Thus, working in support of doctors by helping them in decision making. 

Decision Trees if made with accuracy and precision from the historical data can help doctors prescribe proper medication to 

their patients [5]. In banking systems, this technology is used to do bank customer segmentation, approval of loan applications, 

etc. quite easily. Ever thought of recommendations on the sites like YouTube Amazon or Netflix, this also uses machine learning 

algorithms to provide certain product or service recommendations that the customer might find interesting to purchase or 

utilize. An infinite list of examples can be quoted. There is so much that can be very well done by this technology may it be 
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telecommunication or automobile industry to predict customer churn, all can be done using the available libraries like scikit-

learn of python with an ultimate ease [1].  

 

 
Figure 1. Concept of Machine Learning 

1.2. Importance of Machine Learning 

ML is defined as a discipline of computer science that gives "computers the learning ability without being explicitly taught," 

according to a precise definition.  

Let’s see the meaning of “without being explicitly taught.” Presume that we get a databank that consists of the images of 

cats and dogs, also we have a product or a software that can recognize and differentiating between the two classes [4]. First 

and the foremost thing would be to interpret these images as a set of features set for the animals. E.g., are the animal’s eyes 

visible? If yes, what is its size? What about its ears? And tail? Legs? Oh! Also does it have wings? What size? If there wasn’t the 

existence of this technology, then every snapshot would really be converted into a feature vector. Then, we had to make some 

rules and methods in all traditional way to make the computers learn. However, it was a flop. Why?  

It required a large number of rules that were very consistent with the current database (i.e. restrictive) and were not 

generic enough to recognize new databases, instances, or test cases. ML is powerful in this area. This technology helps in 

building a mod-el by including all the feature sets (to distinguish between objects) i.e. flexibility, and their corresponding type 

of objects, and it recognizes the pattern of each object on its own by iterating through the dataset available. It recognizes 

things without getting any programs explicitly. In short, in machine learning the approach is like a child’s learning approach . 

So, machine learning algorithms, are inspired by the process of human learning, iteratively learning from the provided data, 

and thus, allowing computers to find hidden insights by recognizing patterns. 

1.3. Machine Learning Terminology and Approach  

To work with any dataset for predictions and gaining information we must know the way we work. Basically, the terminology 
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we will use is very popular and is universal [1-2].  

 
Figure 2. Terminology used in Machine Learning 

 

Now, after one knows the terminology we use, he must be aware of the approach to follow [1]. The approach is simple, 

you need to know your dataset and do the following analysis: 

• Understand the problem/dataset  

• Extract the features from your dataset 

• Identify the problem type  

• Do pre-processing of your dataset: 

• Imputer: used to impute NaN i.e., missing values of the dataset. 

• Label Encoder: handles categorical data. 

• Dummy Variable/ OneHotEncoder: the categorical data is defined as variables with a finite set of label values. 

• Standard Scaler: to fix the outlier or different scales (if any) in the dataset. 

• Splitting of dataset into train and test data: split arrays or matrices into random train and test subsets. 

• Choose the right model (there are several models in machine learning according to your information extraction re-

quirements). 

• Train and test the model  

• Strive for its accuracy 

 

And that’s all one need. Your prediction model is ready, you can go ahead give your model inputs and it will give you 

predictions/information as per your requirement. 

1.4. Few Popular Techniques 

Regression/Estimation technique is used to predict label with continuous values. E. g. Estimating house price v/s its character-

istics or to estimation of CO₂ emission v/s car’s engine. Classification technique is used to find a class to which an object belongs 

to depending on the provided features, for example, if a human cell is benign or malignant, etc. Clustering means grouping 

similar types/cases, for example, can find similar patients/customers/areas by knowing the commons in each. Association tech-

nique is used for finding items/events that often co-occur i. e. occurring together, for example, applying association rule for 

market basket analysis on grocery items that are usually bought together by a particular customer. Anomaly detection is used 

to detect abnormalities by finding abnormal/unusual cases, for example, used for credit card fraud detection. Sequence mining 
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is used to predict the next event. Recommendation systems, this connect or relate people's preferences with those whose 

choices match, thus, grouping things, recommending new items, such as books or movies to the customers [1-3]. 

1.5. Some Important Python Libraries 

There are number of libraries used for the numerical computations such as NumPy, Pandas, SciPy. NumPy is a math library 

allows working with images, video, sound waves in array of n-dimensions. More efficient because of its easy usage making 

complex mathematical operations easy. Pandas is a high-level Python library providing high-level data structures manipulation 

and tools for analysis. It offers grouping, filtering, combining information with time-based functionality. SciPy is a collection of 

numerical algorithms, including signal processing, optimization, statistics, etc. [6-7]. 

For data visualization the separate libraries are provided in python such as Matplotlib, Seaborn. Matplotlib is a renowned 

plotting library that provides different dimensional plots like 2-D and 3-D. Seaborn library is also used for interactive plots. 

SciKit Learn is a specific library used for machine learning. It is provided for the purpose of: 

 

• Free software machine learning library. 

• Classification, Regression and Clustering Algorithms. 

• Works with NumPy and SciPy. 

• Great documentation. 

• Easy to implement 

 

2. Regression 

2.1. Introduction to Regression 

The dataset shown here is related to the CO₂ emissions from different cars. 

 

Figure. 3. Dataset of Regression  
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Figure. 4. Regression Model 

Can we predict the CO₂ emissions for record index = 9? Yes, we can do that using regression which is used to predict 

continuous value. The two variables used are addressed as a dependent variable(Y) and one or more independent variables(X). 

Y is the target variable. Here X can be taken as engine size, cylinders, fuel Consumption Comb and Y is CO2emissions. Y is 

continuous value while X can be continuous or discrete or even categorical [8-10]. Thus, a linear regression is thereby an ap-

proximate linear mod-el describing the dependency between two or more variables. 

 

Types of Regression Models: 

Simple Regression: here X is a single variable. 

Simple Linear Regression 

Simple Non-linear Regression 

Multiple Regression: here X can be more than one variable. 

Multiple Linear Regression 

Multiple Non-linear Regression 

 

Applications of regression: Sales forecasting, Satisfaction Analysis, Price Estimation, Employment Income and many more 

 

 

 

 



A. Singh et al. 

 

 

ISSN (Online) : 0000-0000 6 
Journal of Management and Service Science  

(JMSS) 
A2Z Journals 

 

 

2.2. Simple VS Multiple Linear Regression 

Simple Linear Regression 

X→EngineSize,Y→CO₂Emissions  

Figure. 5. Line of Regression  

 

Multiple Linear Regression 

X→Engine Size, Cylinders, FuelCnsumptionComb; Y→CO2Emissions 

 

For simple linear regression by building a Regression Model and making the above plot using Scikit-Learn library. Now let 

us assume a best fitting line, thus, let’s predict the emission for a given car engine, eg. If engine size=2.4 then emission=214 

from the graph. This model follows the equation: (bo is the y-intercept and b1, b2, is the slope) 

The distance from the data point from the line of regression is called the residual error, the mean of all the distances 

shows in-accurately the line fits with the whole dataset. This error is shown by the equation of MSE i.e. mean square error.  
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We do not require to learn these formulae as everything is already available in the python libraries. Pros of linear regres-

sion is fast, no parameter tuning and easy to implement 

2.3. Model Evaluation 

Model evaluation approach can be either train or test on the same dataset or Train/Test split. Also, there are some metric that 

can be utilized for model evaluation [12]. We can write the error of the model as the average difference between the actual 

and the predicted values for all the rows. 

 

What do you mean by training accuracy and out-of-sample accuracy? 

• Training Accuracy: is the percentage of correct predictions that the model makes when using the test dataset for 

evaluation. A high training accuracy isn’t always appreciable because this may mean that the model is over-trained 

and thus, result in over-fitting of the data. Over-fit? Yes, over-fitting means the model is overly trained to the provided 

dataset, which may capture noise i.e. outliers and thereby produce a non-generalized model. 

• Out-of-Sample Accuracy: is the percentage of the correct predictions that the model makes on the data on which it 

has not been trained on. It is important for a model to have high out-of-sample accuracy. By using train/test split we 

can get achieve this 

Figure. 6. Plots for Model Evaluation 

Next technique to evaluate the model, K-fold-cross-validation. If we have K equal 4 folds, this means the dataset is split 

into 4 parts, in this each 25% of the data is split and used as test data while the left over 75% is set as training data. Then the 

accuracy of the model is calculated by taking average of all 4 evaluations. 

Figure. 7. K-fold Cross-validation 
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2.4. Non-Linear Regression 

This is a dataset showing GDP values through years. We see that the plot obtained isn’t a linear one but a curve. 

Figure. 8. Non-Linear Regression Curve 

 

It seems either logistic or an exponential function. We may fit quadratic or cubic regression lines here i.e. a polynomial function. 

Thus, an nth degree polynomial curve may fit this data precisely.  

It is important to note that increasing the degree to a large extent may overfit the model which is not our requirement. We re-

quire recording patterns and not noise. 

                  Figure 9. Polynomial linear regression curve, Degree = 3 
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Figure 10. Overfitting, Degree = 10 

3. Classification 

3.1. Introduction to Classification 

Classification falls under supervised machine learning approach. Classification means categorizing some unknown items into 

sets of categories or classes. The target variable in this method is a category which can be Label Encoded into discrete categor-

ical values. The dataset below shows a bank customer data who had taken a loan [13]. 

 

 
Figure 11. Dataset for classification 

 

The banks concern is which of the upcoming customers applying for loan can turn to be a risk. Bankers can review the 

historical data and identify the risky customers and decline their applications using a classifier. We may have more than two 

classes. Here in the example there are two classes: default (Yes=1 and No=0). Customer segmentation is the most renowned 

example of classification. Other applications are email filtering, handwriting recognition, object classifiers, etc. Many 
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algorithms can be used to make a classifier including naïve bayes, k-nearest neighbor, decision tree, neural networks, logistic 

regression, support vector machine, etc. 

3.2. K-Nearest Neighbors 

 
Figure12. Dataset features 

 

The above given dataset corresponds to a company who has to provide customer services to its new customers based on 

the demographic data present. There are 4 groups. We need a classifier to classify the new customers. Let’s build KNN model 

using two features Age and Income and plotting a graph accordingly. We see we have a new customer and we need to classify 

him. We use the technique of finding the 5 nearest neighbors to the new customer and 3/5 are “Plus Service” so it is quite 

feasible to put this customer in the “Plus Service” class. Thus, the value of K in K-Nearest Neighbors here becomes 5. A lower 

value of K(say K=1) if chosen by the user may cause over-fitting of the model. Also choosing a very high value of K(say K=20) 

then the model becomes overly generalized [8]. 

 
Figure 13. Plot for K-nearest neighbor algorithm 

 



A. Singh et al. 
 

 

ISSN (Online) : 0000-0000 11 
Journal of Management and Service Science  

(JMSS) 
A2Z Journals 

 

 

Thus, this algorithm classifies cases based on the classes to which the nearest cases belong to with majority votes. Thus, 

distance between two plots plays a major role. Farther the points the more dissimilar they are. This distance is called Euclidean 

distance.      

3.3. Decision Tree 

Suppose we have the following dataset where we need to decide using a decision tree that which drug A or B was effective 

according to the previously available data so that we can prescribe the correct drug in future. We can create the following 

decision tree [3, 14].  
 

 
Figure 14. Dataset for decision tree 

 

 
 

Figure 15. Decision Tree 
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Now we can easily prescribe a drug to patient p15, drug B will be the most suitable choice. We can note that a decision 

tree is about testing an attribute and thereby branching the cases on the result of the test done. Thus, an internal node means 

a test, a branch means a result and a leaf means a class. Decision Tree Learning Algorithm:  

 

 

3.4. Logistic Regression 

This algorithm is a classification algorithm for categorical values. Logistic regression works with binary as well as multiple classes 

in target variable. In this method independent variable must be continuous, if categorical it must be dummy coded. Let us take 

the dataset of a telecom industry and analyze the customers who will leave next month.  

 

 
Figure 16. Dataset for Logistic Regression 

 

The four major scenarios where logistic regression is a best fit are: 

• If data if binary: yes/no, 0/1, True/False 

• If we require probabilistic results: logistic regression returns value [0,1] for a given data. 

• If we know that the data is linearly separable: need of linear decision boundary. 

• If we need to understand the impact of a feature. 

 

To perform logistic regression, we use the sigmoid function instead of the coefficients that are there in the linear regression 

model. 

 

 

 

 

 

 

 

 
Figure 17. Sigmoid function curve 

Sigmoid function output is always [0,1] 
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3.5. Support Vector Machine 

This method is also used for classification by finding a separator. Let’s see the following dataset for human cell classification as 

benign or malignant for the new sample of human cells [8]. 

  

 
Figure 18. Dataset for Support Vector Machine 

 

Firstly, mapping the data to a high dimensional feature space like 3-D is done. Then, a separator is found out that could 

be drawn as a hyperplane. Data transformation: 

 
Figure 19. Hyperplane 

 

The goal now is to choose a hyperplane with the biggest margin possible after kernelling. Once we have achieved this 

hyperplane we can classify new points telling whether it lies above or below the line.  

 
Figure 20. Identify your hyperplane 

Kernelling means map-

ping data into higher di-

mensional space such 

that there is a way to get 

linearly separable da-

taset from the insepara-

ble one. 



A. Singh et al. 

 

 

ISSN (Online) : 0000-0000 14 
Journal of Management and Service Science  

(JMSS) 
A2Z Journals 

 

 

Advantages of SVM: Accurate, memory efficient. Disadvantages of SVM: it is prone to over-fitting, no probability 

estimations, ineffiecient computations for large datasets. SVM Applications: Image Recognition, Text Catorizing, detecting 

spam, sentiment analysis, etc. 

4 Clustering  

4.1. Introduction to Clustering 

Having the given dataset for customer segmentation to find potential customers. Clustering can be used which is an unsuper-

vised learning approach. Clustering refers to finding clusters in the dataset.  

 

 
Figure 21. Dataset for clustering 

 

A cluster can be seen as a group of similar data points. Classification is supervised while clustering is unsupervised. Thus, 

clustering can be used to find association among objects. Applications of clustering: Customer Segmentation, Recommendation 

Systems, Fraud detection, Customer insurance risk, Auto-categorizing news articles, Characterize patient behavior, etc. Where 

can we use clustering? Exploratory data analysis, Summary generation, Outlier detection, Pre-processing steps, Duplicate ex-

traction. Clustering Algorithms: Partitioned based clustering(efficient): K-means, Hierarchical clustering (produces trees of clus-

ters): Agglomerative, DBSCAN (for arbitrary shaped clusters) 

4.2. Introduction to K-means  

This algorithm aims at dividing the data into k non-overlapping datasets/subsets without any cluster-internal structure. Objects 

in same clusters are very similar while others are very dissimilar. In this method, we use dissimilarity metrics. K-means tries to 

minimize the intra cluster (within same cluster) distances while maximize the inter cluster (between different clusters) dis-

tances. We use Mankowski or Euclidean distance to find dissimilarities [4-5].   

First step is to determine the number of clusters (k) to be formed. It randomly picks up any points say k=3 therefore 3 

data points called centroids. We need to find the distances between these centroids and the other data points. We now create 

distance matrix. Nearest data points to the respective centroids are grouped as clusters. Here forming 3 clusters. The error 

(avg. of distances from centroid to their data points) is too much because the centroids were chosen randomly. We move 

centroids to minimize error. This is an iterative process of computing new centroids and again checking for dissimilarities and 

distances. We repeat this process until there are no more movements in centroids.  
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4.3. Introduction to Hierarchical Clustering 

These algorithms build a hierarchy of clusters, here each node represents a cluster which consist of the clusters of daughter 

nodes. Two approaches exist: divisive (top down) and agglomerative (bottom up). Agglomerative is a more popular approach. 

In this each data point is a cluster itself and according to the closest distance between the clusters, the clusters are grouped 

together [8]. We repeat the process until we built one tree of clusters often visually recognized using dendrogram (all clusters 

clustered as a single cluster).  

 This type of clustering doesn’t require a pre-specified number of clusters. Thus, in agglomerative clustering, we merge 

the clusters with the nearest distances between clusters. We may use Euclidean distance to calculate distances between two 

clusters. This approach may take long to compute [5]. 

 

 

 

Figure 22. Hierarchical Clustering 

 

4.4. DBSCAN 

When the cases appear where we have arbitrary shaped clusters or clusters within clusters traditional clustering approach fails 

and here, we have to use clustering technique called DBSCAN or Density Based Spatial Clustering of Applications with Noise. 

DBSCAN clusters regions of high density and separates outliers which cannot be done by k-means algorithm [4]. 

 

 
Figure 23. Clusters in DBSCAN 

 

 DBSCAN works on two parameters: Radius of neighborhood (R) and Minimum number of neighbors (M). How DBSCAN 

works? Let’s define R=2 units and M=6. Each point in a given dataset can be either a core (this is a point with at least M data 

points within the radius of the neighborhood), border (this is a point with less than M data points within the radius of the 
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neighborhood or it is reachable from some core point) or an outlier point(neither a core nor a border point). This way we label 

each point as core, border or outlier. The next step is to close all the core points within the neighborhood as a cluster. Thus, a 

cluster is formed by closing at least one core point and all reachable points from those core points as well as the borders, thus, 

filtering out all the outliers. It is robust to the existing outliers. Unlike K-means clustering, we do not need to specify the number 

of clusters in the beginning [6-8].  

Conclusion 

There are several researches still going on for this field to make a significant difference in getting the insights of data to improve 

and benefit the industries at large. It is worth pointing out that machine learning algorithms always involves the use of historical 

data in order to understand the relationship between two or more variables. Some observers refer to this as the issue of the 

lag between the past and the present and the future. Nonetheless, machine learning algorithms are popular for real world 

problems. Although many users might find the mathematics involved quite difficult, the techniques are itself relatively easy to 

use, especially when a model or template has previously been developed. However, users who do not understand the under-

lying mathematics should obtain some assistance in the interpretation of the results. Actually the important part is just that 

one needs to know the dataset and apply the correct model according to the total data present By training the dataset over 

and over on a large data accuracy can be increased and thus the regression model is completed by using certain libraries and 

concepts It is a tender module which delivers a display using which operators could cooperate in command to perform 

approximately, like business the itinerant, snap a picture, guide the email, or view a record. Individually movement is 

prearranged a window in which to draw its manipulator boundary. The window naturally  plugs the shelter. Whenever an 

original activity starts, it is pushed onto the vertebral heap and takes user focus. The back stack abides to the basic “last  

in, first out” stack mechanism, so, when the user is done with the current activity and presses the Back mutton, it is popped 

from the stack (and destroyed) additionally the preceding action resumes. When an activity is stopped because an inno-

vative activity starts, it is notified of this change in state through the activity’s lifecycle callback method s. 
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